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Whatl if told you

You read the first line wrong?




What cognitive biases are

What they have to do with
performance testing

How to avoid them




Cognitive bias

A systematic pattern of deviation from norm or rationality in judgment




Intuition

Impressions

Involuntary

Effortless

Fast

FastThinking



2+2




Slow Thinking

Concentration

Reason

Slow



8x256




sl \eery d\veosy
Veerd e | \veoo
Ve erdieergi\ve
0V cerfdieerp i\

o0 INverfhi\eerp N\
oo \veshdi\esrpd
Y Y X X RANY I XEXYXY Y X,
Aeesddl\versdiees







What does this have to do with

performance testing?




Sep 25 @6:00:46.381 floodio/confd-ngin.. “request" :“GET fup HTTP/1l.1" "remote_ user": "-" “remote addr" "10.2.8.175", "request_time" "0.0@8" .
Sep 25 @6:80:46.381 floodio/confd-ngin.. "request" “GET fup HTTP/1l.1" "“remote_user": "-" "remote_addr" "10.0.8.139" "request_time" "0.001"

Sep 25 @6:80:46.381 floodio/confd-ngin.. "“request" “GET fup HTTP/1.1" "remote_ user": "-" "“remote_addr" "10.9.8.175" "request_time" "@.0@81" .
Sep 25 @6:80:46.381 floodio/confd-ngin.. "request" "GET fup HTTP/1.1" "remote user" "-" "remote_addr" "10.0.8.139" "request_time" "@&.008@8" ..
Sep 25 @6:80:46.381 floodio/confd-ngin.. “request" “GET fup HTTP/1l.1" "remote_user" "-" “remote_addr" "“10.0.8.175" "request_time" "@.@@81" .
Sep 25 ©6:88:46.381 floodio/confd-ngin.. "request" “GET Jfup HTTP/1l.1". "remote_ user": "-" “remote_ addr" "10.@.8.13%9" "request_time" "@.081" .
Sep 25 86:00:46.381 floodio/confd-ngin.. "request":"GET fup HTTP/1l.1". "remote_ user":"-" “remote_ addr":"10.2.8.175" "request_time":"0.081" .
Sep 25 @6:80:46.381 floodio/confd-ngin.. "request" :"GET Jfup HTTP/1l.1" "remote user":"-" "“remote addr":"10.2.8.139" "request_time":"0.081", .
Sep 25 @6:80:46.381 floodio/confd-ngin.. "request" :"GET fup HTTP/1l.1" "remote user":"-" “remote addr": "10.8.8.175","request_time":"0.081", .
Sep 25 @6:8@:46.381 floodio/confd-ngin.. "request" “GET fup HTTP/1.1" "“remote_user" "-" "remote_addr" "10.€.8.139" "request_time" "0.001"

Sep 25 @6:20:46.380 floodio/confd-ngin.. “request" “GET fup HTTP/1.1" "remote user":"-" "“remote_addr" "10.@.8.175" "request_time" "@.081", .
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request" "GET Jup HTTP/1.1" "remote user" "=" "remote_addr" "10.8.8.139" "request_time" "8.001" ..
Sep 25 @6:80:46.388 floodio/confd-ngin.. "request" “GET fup HTTP/1.1" "remote_user" "-" “remote_addr" "10.0.8.175" "request_time" "@.088" .
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request" “GET fup HTTP/1l.1". "remote_user": "-" “remote_addr" "10.@.8.139" "request_time" "@.081", .
Sep 25 B6:80:46.388 floodio/confd-ngin.. "request":"GET fup HTTP/1l.1" "remote user":"-" “remote_addr":"10.2.8.175" "request_time":"0.081", .
Sep 25 @6:80:46.380 floodio/confd-ngin.. "reguest" "POST /write?consistency=&db=results&precision=ns&rp= HTTR/1.1" "remote_user” "XeCdXIBu..
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp= HTTR/1.1" "remote_user” "XeCdXIBu..
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user” "XeCdXIBu..
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request" “GET fup HTTP/1.1" "remote_user": "-" "“remote_addr" "10.0.8.139" "request_time": "8.081" ..
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request" "POST /write7consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user™ "E6JBIK]i..
Sep 25 86:80:46.388 floodio/confd-ngin.. "reguest" "POST /write7consistency=&db=results&precision=ns&rp= HTTR/1.1" "remote_user” "E6JBIK]i..
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request" "POST /write7consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user™ "E6JBIK]i..
Sep 25 96:2@:46.380 floodio/confd-ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp= HTTR/1.1" "remote_user™ "EB6JBIKIi..
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request":“GET fup HTTP/1.1","remote_user":"-" "“remote_addr":"10.6.8.175" "request_time":"0.081" .
Sep 25 @6:20:46.380 floodio/confd=ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp=default HTTP/1.1" “"remote_user" "X.
Sep 25 @6:80:46.380 floodio/confd=ngin.. "request" "“POST /write?consistency=&db=results&precision=ns&rp=default HTTP/1.1" "remote_user"™ "X.
Sep 25 @6:20:46.380 floodio/confd=ngin.. "request”:“GET Jup HTTP/1.1" " remote_user":"=" "“remote addr":"10.0.8.139" "request_time":"@.080" .
Sep 25 @6:80:46.380 floodio/confd=ngin.. "request" “POST /write?consistency=&db=results&precision=ns&rp= HTTR/1.1" "remote_user" "XeCdXIBu..
Sep 25 86:20:46.380 floodio/confd=ngin.. "request": “GET fup HTTP/1.1" " remote_user": "=" "“remote_ addr":"10.0.8.175" "request_time":"8.081" ..
Sep 25 86:80:46.380 floodio/confd=ngin.. “request" “GET fup HTTP/1l.1". "remote_user" "“=" “remote_addr" "“10.9.0.139" "request_time" "@.081", ..
Sep 25 B6:00:46.380 floodio/confd=ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user" "XeCdXIPu..
Sep 25 @6:80:46.380 floodio/confd=ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user" "XeCdXIPu..




Sep 25 @6:00:46.381 floodio/confd-ngin.. “request":"GET fup HTTP/1l.1", “remote user":"-" “remote addr":"10.82.8.175","request_time":"0.008", .
Sep 25 @6:80:46.381 floodio/confd-ngin.. "request":"GET fup HTTP/1l.1", “remote user":"-" "remote addr":"10.€.8.139" "request_ time":"0.001"

Sep 25 @6:80:46.381 floodio/confd-ngin.. "request":“GET fup HTTP/1.1" "“remote user":"-" "“remote addr": "10.9.8.175" "request_time":"@.001", .
Sep 25 @6:80:46.381 floodio/confd-ngin.. "request" "GET fup HTTP/1.1" "remote user" "-" "remote_ addr" "10.0.8.139" "request_time" "@.008@8" ..
Sep 25 @6:80:46.381 floodio/confd-ngin.. "request" :“GET fup HTTP/1l.1" “remote_ user" “-" “remote addr": "10.9.8.175", "request_time" "“@.@@1", .
Sep 25 @6:88:46.381 floodio/confd-ngin.. "request":"GET fup HTTP/1l.1"."remote user":"-" “remote addr":"10.8.8.139" "request_ time":"@.081", .
Sep 25 ©96:00:46.381 f{loodio/confd-ngin.. "request":"GET Jfup HTTP/1l.1","remote user":"-" "remote addr":"10.8.8.175", "request_time":"0.081", .
Sep 25 @6:88:46.381 floodio/confd-ngin.. "request":"“GET Jfup HTTP/1l.1","remote user":"-" “remote addr":"10.8.8.139" "request time":"0.081", .
Sep 25 @6:80:46.381 floodio/confd-ngin.. "request":"GET Jfup HTTP/1l.1","remote user":"-" “remote addr":"10.8.8.175","request_ time":"0.081", .
Sep 25 @6:80:46.381 floodio/confd-ngin.. "request" :"“GET fup HTTP/1.1", “remote user":"-" "“remote_ addr":"10.€.8.139" "request_ time":"0.001"

Sep 25 @6:20:46.388 floodio/confd-ngin.. "request":"“GET fup HTTP/1.1" "remote user":"-" "“remote addr": "10.@.8.175" "request_time":"@.001", .
Sep 25 @6:28:46.38@ floodio/confd-ngin.. "request" "GET Jup HTTP/1.1" "remote user" "-=" "remote_addr" "10.8.8.139" "request_time" "8.001" ..
Sep 25 @6:20:46.388 floodio/confd-ngin.. "request" :“GET fup HTTP/1l.1", "remote_ user":"-" “remote addr":"10.8.8.175", "request_ time": "0.088", .
Sep 25 @6:80:46.388 floodio/confd-ngin.. "request":"GET fup HTTP/1.1"."remote user":"-" “remote addr":"10.8.8.139" "request time":"0.081",.
Sep 25 86:00:46.388 floodio/confd-ngin.. "request":"GET Jfup HTTP/1l.1","remote user":"-" “remote addr":"10.2.8.175", "request_time":"0.081", .
Sep 25 @6:80:46.388 floodio/confd-ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user" "XeCdXIBu..
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request" "POST /writePconsistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user" "XeCdXIBu..
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user" "XeCdXIBu..
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request”:“GET fup HTTP/1.1", "remote_user":"-" "“remote_ addr": "10.0.8.139" "request_time":"8.081" ..
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request" "POST /write7consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user™ "E6JBIK]i..
Sep 25 @6:820:46.388 floodio/confd=ngin.. "request" "POST /write7consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user" "E6JBIK]i..
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request" "POST /write7consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user™ "E6JBIK]i..
Sep 25 96:00:46.380 floodio/confd-ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp= HTTR/1.1" "remote_user" "E6JBIKIi..
Sep 25 @6:80:46.380 floodio/confd-ngin.. "request":“GET fup HTTP/1.1","remote_user":"-" "“remote_addr":"10.60.8.175" “request_time":"0.081", .
Sep 25 @6:80:46.380 floodio/confd=ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp=default HTTP/1.1" “"remote_user" "X.
Sep 25 @6:80:46.380 floodio/confd=ngin.. "request" "“POST /write?consistency=&db=results&precision=ns&rp=default HTTP/1.1" "remote_user"™ "X.
Sep 25 @6:80:46.380 floodio/confd=ngin.. "request”:“GET fup HTTP/1.1", "remote_user":"=" "“remote addr":"10.0.8.139" "request_time":"@.088" .
Sep 25 @6:80:46.380 floodio/confd=ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user" "XeCdXIBu..
Sep 25 @6:20:46.380 floodio/confd=ngin.. "request": “GET fup HTTP/1.1" " remote_user": "=" "“remote_ addr":"10.0.8.175" "request_time":“8.081", .
Sep 25 ©6:80:46.380 floodio/confd=ngin.. "request":"GET fup HTTP/1l.1","remote_user":"-" “remote_addr" "10.2.0.13%9" "request_time": "@.001", .
Sep 25 B6:00:46.380 floodio/confd=ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user" "XeCdXIPu..
Sep 25 @6:80:46.380 floodio/confd=ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user" "XeCdXIPu..
Sep 25 ©86:00:46.380 floodio/confd=ngin.. "request" "POST /write?consistency=&db=results&precision=ns&rp= HTTP/1.1" "remote_user" "XeCdXIOu..
Sep 25 @6:00:46.380 floodio/confd-ngin.. 2018 20:21:2 crit 122 #102: *143725041 pwritev Jvar/cache/nginx/client_temp/@@@8499..




CONTAINER NAME DOCKER IMAGE

ZSZ = - . - . - . . . . ; . - . - - : — = . il confd-nginx floodio/confd-nginx

TAGS
Filters Saved Views v i
" ¢ == Hidesidebar 7,479 results found container_name:confd-ngink short image:confd-nginx docker_image:floodiofconfd-nginx:latest
# Manage Facets 7of7 DATE . DOCKER IMAGE MESSAGE | container_id:0e026c4d3938a46c2886ca616c2908748d7301 eaefed(cBf942ee3h3a1424378
o | Sep 25 96:00:46.380 floodio/confd-ngin.. 2018/09/] image_name:floodiofconfd-nginx source:docker image_tag:latest autoscaling_group:drain-20180426
| Sep 25 @6:00:46.380 | floodio/confd-ngin.. - 2018/09/ availability-zoneus-west-2a image:ami-692fafl1
¢ hource | Sep 25 ©6:00:46,380 floodio/confd-ngin.. — 2018/09/
> Host | Sep 25 @6:00:46.380 Tloodio/confd-ngin.. ;’.E}.{E:_.fut_i,fj )
l Sep 25 B6:20:46.380 floodio/confd-ngin.. 2818/894 2018/09/11 20:21:29 [crit)| 102#182: %x143725841 pwritev v
v~ Service | Sep 25 06:00:46.382 floodio/confd-ngin.. :,_.‘3:5},-,;,9,: /var/cache/nginx/client_temp/0@@@499@66 failed 2B: No space left on device ,
2 docker TABK | sep 25 @6:00:46.380 floodio/confd-ngin.. — 2818/89/ SLisnti 8. 211.29. 203, SEFMRES| L) PegURSL: CEONT Aaritet
1 consistency=&db=results&precision=ns&rp= HTTP/1.1 , host: drain.flood.io
| Sep 25 ©6:00:46.380 Tloodio/confd-ngin.. 2018/09/4
~ Stat T 1
ye EE | Sep 25 @6:00:46.380 Tloodio/confd-ngin.. 2018/09/ Show Less ~
e |
G| Error JAEC ) sep 25 06:00:46.380  floodio/confd-ngin. — 2018/09/
(Y | | i)
= ham I Sep 25 @6:00:46.380 = floodio/confd-ngin.. — 2018/0a/ A1TMBUTES
U J Inf '
Gl | Sep 25 26:00:46.380 floodio/confd-ngin.. — 20158/09/
» OTHERS | Sep 25 ©6:00:46.380 fTloodio/confd-ngin.. — 2018/09/ syslog
Sep 25 ©6:00:46.380 Tfloodio/confd-ngin.. — 2018/89/ appname  docker
» Availability zone ! 5 g | Sl g
| Sep 25 06:00:46.380 = floodio/confd-ngin.. ~ 2018/09/ Ly
v Name (T EJ | sep 25 06:00:46.380 floodio/confd-ngin.. ~ 2018/09/ i
1 rival 43
drain.flood.io 748K l Sep 25 B6:8@:46.380 floodio/confd-ngin.. 2018/094 3 . 3
= | severity
[] site.flaod.io | Sep 25 ©6:00:46.380 fTloodio/confd-ngin.. — 2818/09/
{ timestarnp 2018-@9-24T20:00:46.380675131Z
| Sep 25 96:00:46.380 Tloodio/confd-ngin.. 2818/09/ ,
> Request | version a
B can 25 Ac.an.AZ 208 Flandialranfd_nrmain A0 fob H
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Anchoring effect

to rely too heavily on an initial piece of information offered (known as the "anchor") when making decisions







Performance Analysis of Architecturally Significant Use Cases User Logon

The diagram below shows the Key interactions during user logon and the response time
Nm budgets allocated to each component in order to achieve the response time non functionall

reguirements.
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Figure 4 - User Logon Interaction Diagram
High Level Overview

* User specifies credentials and logon is executed via BTWS Web App

»  Smart Card authentication is performed (if required) and response provided by R25
infrastructure

= BTWS Web App completes logon and provides user with appropriate response
Expected End to End Response Time < 4.6 seconds 95" Percentile
Assumptions:

= R2S infrastructure has a 2 second budget for smartcard authentication as part of user
logon (production and PVT statistics unavailable)

* Time Budget for Password and Smart Card authentication is the same



It’ﬂ)retty average

Mean




Moving to percentiles

Mean 95t 04
|




CLasingsymptoms

e "CPU is high”
* “Response time is high”
* “Throughputis low”
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O W Timeine = logs  AMRedens . g
Flood #1275 > Timeline g

2m 135 7m 138 12m 15s 17m 1588 Z2m 1585 27m 153 32m 1583 a7m 155 42m 153 47m 158 32m 153 57m 158 1h 2m 138 1h7m 15s

Aggregate of all transactions

6,841,010 users 34s 5,166,726 rpm —_ 3,966,177 rpm 1,200,615 rpm

Concurrent Users Response Time Transaction Rate Latency Passed Transactions Failed Transactions

D7 A

4"——__-___ |
Label ¥ Timing 4 Response Time Requests per Minute Error Rate
O UMS - Concurrency - Check 53s 578,859 rpm
(O  ums-UM- Login 35s 30,019 rpm
O UMS - Payment Init 35s 148,216 rpm
O  uMs-uM- signup 34s 15,025 rpm
O UMS - UM - Facebook 343 15,009 rpm







Nicole

support ops escalation




Hi, I'm running a test, but the dashboard is not
coming up with any results.




Looks like the queue depth is increasing again. Got
two warnings from VictorOps as well. Customers are
reporting issues too. Looks like what happened the
last time.

| haven't encountered this issue yet, so I'm notsure| ~°
exactly how to diagnose.

You say this happened before? It wouldn't have
been around the 3rd of this month, would it?

ﬁ Just checked - actually, yes!




Availability bias

IS a mental shortcut that relies on immediate examples that come to a given person's mind when evaluating a
specific topic, concept, method or decision

ﬁ Looks like what happened the lasttime.




important tests to run.

How long is this going to take? We have very &

| can understand the urgency! Ourteam is looking
into this right now and we're hopeful this will be
resolved soon.




Tim had to restart drain and pipe to fix it last time.
>>> Tim said: [a month ago]

“A simple restart of pipe and drain got the services
working again. A quick code deploy could do the
same thing for future reference.”

ﬁ Canyou do that now?

I'll take a look ;




Authonty bias

the tendency to attribute greater accuracy to the opinion of an authority figure

Tim had to restart drain and pipe to fix it last time.
>>> Tim said: [a month ago]

“A simple restart of pipe and drain got the services
working again. A quick code deploy could do the
same thing for future reference.”

ﬁ Canyou do that now?




Okay, looks like the queue depth is starting to
decrease

flood.io.workers.queue.enqueued &

TOK
BE.

bk,

aK.

2K

K I I

T - T I I
2230 245 2300 £3:15 23250 £3:45 Fri DI.'.'!1 DED

. 7.74K Ay 5.26K flood.io.workers.queue.enqueued {*}




[pipe] is spitting out a lot of these errors, which is
not being picked up by datadog / |

Aug 23 14:11:20 1p-10-0-1-183.us-west-2.compute.internal docker[27213]:
2018/08/23 14:11:20 notifying bugsnag: label_normaliser: label
cardinality limit was exceeded

Aug 23 14:11:20 1p-10-0-1-183.us-west-2.compute.internal docker[27213]:
time="2018-08-23T14:11:20Z" level=error msg="unable to process line"
error="1label_normaliser: label cardinality limit was exceeded"
label=cardinality-too-high reason="cardinality too high"

Aug 23 14:11:20 1p-10-0-1-183.us-west-2.compute.internal docker[27213]:
2018/08/23 14:11:20 notifying bugsnag: label_normaliser: label
cardinality limit was exceeded

Aug 23 14:11:20 1p-10-0-1-183.us-west-2.compute.internal docker[27213]:
time="2018-08-23T14:11:20Z" level=error msg="unable to process line"
error="label_normaliser: label cardinality limit was exceeded"
label=cardinality-too-high reason="cardinality too high"

Aug 23 14:11:20 1p-10-0-1-183.us-west-2.compute.internal docker[27213]:
2018/08/23 14:11:20 notifying bugsnag: label_normaliser: label
cardinality limit was exceeded

— - e - e - - " — . e a - [ W P e

ﬁ That’s expected.




What's some recent log output without that message
from pipe

It's almost exclusively that message with a few of
these sprinkled in every few 100 lines

ug 23 14:13:54 1ip-10-0-1-183.us-west-2.compute.internal docker[27213]:
time="2018-08-23T14:13:54Z" level=1nfo msg=system goroutines=168
heap="49 MB" instance-id="pipe-20180427:1" os-mem="104 MB"

Aug 23 14:13:54 1ip-10-0-1-183.us-west-2.compute.internal docker[27213]:
time="2018-08-23T14:13:54Z" level=1nfo msg=go-workers floods-
inprogress=0 floods-queued=0 floods_status-inprogress=0 floods_status-
queued=0 grids-inprogress=0 grids-queued=0 nodes_status-inprogress=0
nodes_status-queued=0 proxy_write-inprogress=0 proxy_write-queued=7669
retry-depth=0

Aug 23 14:13:54 1p-10-0-1-183.us-west-2.compute.internal docker[27213]:
time="2018-08-23T14:13:54Z" level=1nfo msg=worker db_avail_conns=0
db_curr_conns=150 db_max_conns=150 points-rejected=1 points-written=108




[ It's processing points, but slowly because a test
might have slammed it with too many unique points
which will be getting rejected

j -f | grep points-written

Aug 23 14:47:14 1p-10-0-1-183.us-west-2.compute.internal docker[28373]:
time="2018-08-23T14:47:14Z" level=1nfo msg=smoothworker error-batches=0
1n-progress=0 influx=default points-errored=0 points-written=129
queued=0




Confirmation bias

IS the tendency to search for, interpret, favour, and recall information in a way that confirms one's pre-existing
beliefs or hypotheses

Z It's processing points, but slowly because a test
might have slammed it with too many unique points
which will be getting rejected




Queue depth is starting to increase again ; @

flood.io.workers.queue.enqueued B &
20K

18K
16K
14K
12K
10K
8K
6K
K=

2K,

Uk T I I T I I T I I
23:00 Z3:15 23:30 23:45 Fri 24 00:15 00:30 00:45 0100

. 153.06K Avn: B.2ZTK flood.ioworkers.queue.engqueued {*}




Canyou give me an update ; Q

We’re still working on the issue, but we've made
some progress. I'll keep you updated when it’s
resolved!




| think the bottleneck here though is DB
connections, it’s using all of them to check each
label’s ID before it’s getting to reject them

DB Connections

G600

400

m4.xlarge should have plenty to spare, | thinkwe’re

sitting at about 570 connections

I’m creating another ASG for pipe, theory is | can
deploy to new one with double capacity and run
them side by side for a bit

23:00

s T




It's pretty bad right now, | can’t get PG connections
back under 1000, going to need to clean up by hand

Anything | can do? Nuke idle connections? %

[

Rebooting PG now, interesting that connections
aren’t released (by pipe maybe) and | have to hard
reboot PG. You would think destroying containers
would get rid of connections but doesn’t seem to be
in tonight’s case




OMG there were 8 containers running on one of the
hosts, 8 * 150 = out of DB connections most likely

Interesting, | didn’t think to check that, | assumed
they would be managed by fleet

Surm of docker containers running over image_namefioodioplpe by hos S 00 s 11 7d0aw - aeg 34 roeam = | | = [0 *
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What's some recent log output without that message
from pipe

It's almost exclusively that message with a few of
these sprinkled in every few 100 lines

ug 23 14:13:54 1ip-10-0-1-183.us-west-2.compute.internal docker[27213]:
time="2018-08-23T14:13:54Z" level=1nfo msg=system goroutines=168
heap="49 MB" instance-id="pipe-20180427:1" os-mem="104 MB"

Aug 23 14:13:54 1ip-10-0-1-183.us-west-2.compute.internal docker[27213]:
time="2018-08-23T14:13:54Z" level=1nfo msg=go-workers floods-
inprogress=0 floods-queued=0 floods_status-inprogress=0 floods_status-
queued=0 grids-inprogress=0 grids-queued=0 nodes_status-inprogress=0
nodes_status-queued=0 proxy_write-inprogress=0 proxy_write-queued=7669
retry-depth=0

Aug 23 14:13:54 1p-10-0-1-183.us-west-2.compute.internal docker[27213]:
time="2018-08-23T14:13:54Z" level=1nfo msg=worker db_avail_conns=0
db_curr_conns=150 db_max_conns=150 points-rejected=1 points-written=108




Inattentional blindness

when an individual fails to perceive an unexpected stimulus that is in plain sight

ug 23 14:13:54 1p-10-0-1-183.us-west-2.compute.internal docker[27213]:
time="2018-08-23T14:13:54Z" level=1nfo msg=system goroutines=168
heap="49 MB" 1instance-i1d="p1ipe-20180427:1" os-mem="104 MB"

Aug 23 14:13:54 1p-10-0-1-183.us-west-2.compute.internal docker[27213]:
time="2018-08-23T14:13:54Z" level=1nfo msg=go-workers floods-
inprogress=0 floods-queued=0 floods_status-inprogress=0 floods_status-
queued=0 grids-inprogress=0 grids-queued=0 nodes_status-inprogress=~0
nodes_status-queued=0 proxy_write-inprogress=0 proxy_write-queued=7669
retry-depth=0

Aug 23 14:13:54 1p-10-0-1-183.us-west-2.compute. internal—docker 2131 .
time="2018-08-23T14:13:54Z" level=1nfo msg=worker |db_ nvall cnnns-@
db_curr_conns=150 db_max_conns=150 points-rejected=1"poi N h=108




+5 hours of outage

Availability Confirmation

Authonity Inattentional blindness




Avoiding Biases




Whatto QO_ abm_Jt biases

Avoiding Biases




Availability bias

IS a mental shortcut that relies on immediate examples that come to a given person's mind when evaluating a
specific topic, concept, method or decision

< Looks like what happened the lasttime.

Tim had to restart drain and pipe to fix it last time.
>>> Tim said: [a month ago]

“A simple restart of pipe and drain got the services
working again. A quick code deploy could do the
same thing for future reference.”

ﬁ Canyou do that now?




Authonty bias

the tendency to attribute greater accuracy to the opinion of an authority figure

Tim had to restart drain and pipe to fix it last time.
>>> Tim said: [a month ago]

“A simple restart of pipe and drain got the services
working again. A quick code deploy could do the
same thing for future reference.”

ﬁ Canyou do that now?




|dentify which System of thought is appropriate for
the situation.

* Whatisthe deadline?
* Whatare the potential effects of indecision?
* Whatare the potential effects of inaccuracy?

- Canwe afford to be wrong?







Use both systems of thought in tandem.

 Havel seen something like this before, and whatdid | leam from

that? (FastThinking)
* Could there be something else causing the same symptom? (Slow

Thinking)




Intuition

Patient
Impressions Concentration
Involuntary Reason
Effortiess Effort
Fast Thinking Slow Thinking




Assume you are biased.

Availability Confirmation

Authonity Inattentional blindness
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Anchoring bias

to rely too heavily on an initial piece of information offered (known as the "anchor") when making decisions

Visualize not summarize
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“All measurements are wrong”

due to the presence of error, measured results can only ever be an approximation

http://www.perfdynamics.com/Manifesto/gcaprules.html#tth _sEc2.25
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Frequency Distributions
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OMG there were 8 containers running on one of the
hosts, 8 * 150 = out of DB connections most likely

Interesting, | didn’t think to check that, | assumed
they would be managed by fleet

Surm of docker containers running over image_namefioodioplpe by hos S 00 s 11 7d0aw - aeg 34 roeam = | | = [0 *
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Authonty bias

Avoid being a sheep
Try being the wolf




lﬂability bias

“Every time this happens, it almost always ends up being
this problem. What else could be going wrong though?”



Confirmation bias

Exploratory instead of just confirmatory thought
Focus less on being right



Inattentional bias

Sleep on it
Don’t jump to conclusions
Is there something I've overlooked?
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https://www.trendsmap.com/twitter/user/iamdevloper

Develop expertintuition.
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Seekindependent sources.

Tim had to restart drain and pipe to fix it last time.
>>> Tim said: [a month ago]

“A simple restart of pipe and drain got the services
working again. A quick code deploy could do the
same thing for future reference.”

ﬁ Canyou do that now?




What to do about cognitive biases

|dentify whether Fast or Slow
Thinking is appropnate.

9 Use BOTH systems.
Q Assume you are biased.

Q Develop expertintuition.
e Seekindependent sources.




Questions?
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